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 Lung and Pancreatic tumors are the two common cancers in the world. Characterization of tumors from radiology images is 

more accurate and faster with computer-aided diagnosis (CAD) tools. Tumor Characterization through CAD tools enable 

non-invasive cancer staging, prognosis and foster personalized treatment planning for precise medicine. In this work, both 

supervised and unsupervised machine learning approaches are proposed to improve tumor characterization. The accuracy of 

about 97.6 % is obtained. This has proved that this would be the best method to characterize the tumor to diagnose the 

malignancy giving the better treatment for cancer survivors. 

 

KEYWORDS: Computer Aided Designing (CAD), Artificial Neural Network (ANN), Computed Tomography (CT), Convolutional 

Neural Network (CNN), Magnetic Resonance Imaging (MRI), Learning from Label Proportion (LLP), Multi Task Learning (MTL), 

High Resolution Computed Tomography (HRCT), Fully Convolutional Network (FCN). 

1. INTRODUCTION 

Cancer is the number-one cause of deaths in the 

world. Out of 8.2 million deaths due to cancer 

worldwide, lung cancer accounts for the highest 

number of mortalities i.e. 1.59 million. Risk stratification 

of lung nodules can aid in identifying cancer stage 

leading to improved treatment and higher chances of 

survival. In addition, any significant development to 

accurately and automatically characterize lung nodules 

can save significant manual exertion as well as valuable 

time. 

Lung Cancer: 

Some of the most malignant tumors found 

among the cancer survivors are lung and pancreatic 

tumors. The lung cancer has found to be the most 

common cancer all over the world. Early diagnosis is 

one of the ways to reduce deaths related to lung cancer. 

In this regard, lung screening programs are especially 

beneficial. Low Dose Computed Tomography (CT) 

scans are usually used to perform lung nodule 

diagnosis, including both detection and risk 

stratification. Although CT imaging remains the gold 

standard for lung cancer detection and diagnosis, 

Computer-Aided Diagnosis (CAD) and quantification 

tools are often necessary. Moreover, research in 
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developing CAD algorithms can help explore the 

domain of imaging features and biomarkers which can 

be then studied by radiologists to further improve 

clinical decision making. 

Avoidance of risk factors, including smoking 

and air pollution, is the primary method of prevention. 

Treatment and long-term outcomes depend on the type 

of cancer, the stage (degree of spread), and the person's 

overall health. Most cases are not curable. Common 

treatments include surgery, chemotherapy, and 

radiotherapy. NSCLC is sometimes treated with 

surgery, whereas SCLC usually responds better to 

chemotherapy and radiotherapy.  

 

              Fig.1.Lung Cancer 

Worldwide in 2012, lung cancer occurred in 

1.8 million people and resulted in 1.6 million deaths. 

This makes it the most common cause of cancer-related 

death in men and second most common in women after 

breast cancer. The most common age at diagnosis is 70 

years.  

Signs and symptoms which may suggest lung 

cancer include:[1] 

 Respiratory symptoms: coughing, coughing up 

blood, wheezing, or shortness of breath 

 Systemic symptoms: weight loss, weakness, 

fever, or clubbing of the fingernails 

 Symptoms due to the cancer mass pressing on 

adjacent structures: chest pain, bone pain, 

superior vena cava obstruction, or difficulty 

swallowing 

If the cancer grows in the airways, it may 

obstruct airflow, causing breathing difficulties. The 

obstruction can also lead to accumulation of secretions 

behind the blockage, and increase the risk of 

pneumonia.  

Pancreatic tumor: 

Pancreatic cancer arises when cells in the 

pancreas, a glandular organ behind the stomach, begin 

to multiply out of control and form a mass. These 

cancerous cells have the ability to invade other parts of 

the body. There are a number of types of pancreatic 

cancer. The most common, pancreatic adenocarcinoma, 

accounts for about 85% of cases, and the term 

"pancreatic cancer" is sometimes used to refer only to 

that type. 

 

Fig.2.Pancreatic Cancer 

These adenocarcinomas start within the part of the 

pancreas which makes digestive enzymes. Several other 

types of cancer, which collectively represent the 

majority of the non-adenocarcinomas, can also arise 

from these cells. One to two percent of cases of 

pancreatic cancer are neuroendocrine tumors, which 

arise from the hormone-producing cells of the pancreas. 

These are generally less aggressive than pancreatic 

adenocarcinoma. 

In 2015, pancreatic cancers of all types resulted 

in 411,600 deaths globally.[10] Pancreatic cancer is the 

fifth most-common cause of death from cancer in the 

United Kingdom, and the third most-common in the 

United States. The disease occurs most often in the 

developed world, where about 70% of the new cases in 
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2012 originated. Pancreatic adenocarcinoma typically 

has a very poor prognosis: after diagnosis, 25% of 

people survive one year and 5% live for five years. For 

cancers diagnosed early, the five-year survival rate rises 

to about 20%. Neuroendocrine cancers have better 

outcomes; at five years from diagnosis, 65% of those 

diagnosed are living, though survival varies 

considerably depending on the type of tumor.  

Digital image processing is the use of computer 

algorithms to perform image processing on digital 

images. As a subcategory or field of digital signal 

processing, digital image processing has many 

advantages over analog image processing. It allows a 

much wider range of algorithms to be applied to the 

input data and can avoid problems such as the build-up 

of noise and signal digital image processing may be 

modeled in the form of Multidimensional Systems. 

One of the biggest advantages of digital 

imaging is the ability of the operator to post-process the 

image. Post-processing of the image allows the operator 

to manipulate the pixel shades to correct image density 

and contrast, as well as perform other processing 

functions that could result in improved diagnosis and 

fewer repeated examinations. With the advent of 

electronic record systems, images can be stored in the 

computer memory and easily retrieved on the same 

computer screen and can be saved indefinitely or be 

printed on paper or film if necessary.  

2. RELATED WORK: 

MATLAB (matrix laboratory) is 

a multi-paradigm numerical computing environment 

and fourth-generation programming language. 

A proprietary programming language developed by 

Math Works, MATLAB allows matrix manipulations, 

plotting of functions and data, implementation 

of algorithms, creation of user interfaces, and 

interfacing with programs written in other languages, 

including C, C++, Java, Fortran and Python.Two main 

components for building an effective age estimator are 

facial feature extraction and estimator learning.A digital 

image is composed of pixels which can be thought of as 

small dots on the screen. A digital image is an 

instruction of how to color each pixel. We will see in 

detail later on how this is done in practice. A typical size 

of an image is 512-by-512 pixels. Later on in the course 

you will see that it is convenient to let the dimensions of 

the image to be a power of 2. For example, 29=512. In the 

general case we say that an image is of size m-by-n if it 

is composed of m pixels in the vertical direction 

and n pixels in the horizontal direction.Let us say that 

we have an image on the format 512-by-1024 pixels. 

This means that the data for the image must contain 

information about 524288 pixels, which requires a lot of 

memory! Hence, compressing images is essential for 

efficient image processing. You will later on see how 

Fourier analysis and Wavelet analysis can help us to 

compress an image significantly. There are also a few 

"computer scientific" tricks (for example entropy 

coding) to reduce the amount of data required to store 

an image.Moreover, in this work, we also empirically 

explored the importance of high-level nodule attributes 

such as calci cation, sphericity, lobulation and others to 

improve malignancy determination. Rather than 

manually determining these attributes we used 3D 

CNN to learn discriminative features corresponding to 

these attributes. The 3D CNN based features from these 

attributes are fused in a graph regularized sparse 

multi-task learning. 

Another important imaging modality for lung 

nodule diagnosis is Positron Emission Tomography 

(PET). It has been found that the combination of PET 

and CT can improve the diagnostic accuracy of solitary 

lung nodules [22]. With the increase in the availability 

of PET/CT scanners, our future work will involve their 

utilization for simultaneous detection and 

characterization of pulmonary nodules. 

 

3. PROPOSED SYSTEM: 

Lung and Pancreatic cancers are the most common 

cancers in the world. They are the major cause of 

cancer-related deaths in the world. This work mainly 

focuses on the challenging problem of automatic 

diagnosis of Intraductal Papillary Mucinous Neoplasms 

(IPMN) found in the main pancreatic duct and its 

branches. This work uses two main approaches for 

tumor characterization from radiology scans: 

supervised and unsupervised learning algorithms for 

the diagnosis of lung nodules and IPMN. These works 

mainly focus on the challenging problem of automatic 

diagnosis of lung and pancreatic cancers from MRI 

https://en.wikipedia.org/wiki/Five-year_survival_rate
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scans. Used in medical image analysis. For lung nodule 

characterization, a 3D CNN based supervised learning 

approach is proposed  

 

 
Fig. 3 Block Diagram of Proposed System 

 

A fine-tuning strategy is used to avoid the requirement 

for a large number of volumetric training examples for 

3D CNN. For this purpose, a pre-trained network 

(which is trained on 1 million videos) is used and 

fine-tune it on the CT data. A graph regularized sparse 

MTL platform to integrate the complementary features 

from lung nodule attributes is introduced so as to 

improve malignancy prediction.Evaluate the proposed 

supervised and unsupervised learning algorithms to 

determine the characterization of lung nodules and 

IPMN cysts.Thisis the first work to investigate the 

automatic diagnosis of IPMNs from MRI.In the 

proposed unsupervised learning algorithm, instead of 

hard assigning labels, we estimate the label 

proportions in a data-driven manner. Additionally, to 

alleviate the effect of noisy labels (i.e. mislabels) 

obtained during clustering, we propose to employ 

∝SVM, which is trained on label proportions only. 

Some of the primary advantages that we have got from 

our proposed system are listed below. 

 Automatic diagnosis of IPMNs from MRI. 

 Regression accuracy and mean absolute score 

difference for lung nodule characterization of the 

Proposed 3D CNN with Multi-task Learning is 

91.26% and 0.456. 

 Average classification accuracy, sensitivity, and 

specificity of the proposed unsupervised 

approach for IPMN are 58.04%, 58.61%, 41.67% 

and 78.06% respectively and for lung nodule 

classification are 78.06%, 77.85% and 78.28% 

respectively.  

 

Problem Formulation 

Let X = [x1; x2 : : : xn]T 2 Rn d represent the input 

features obtained from n images of lung nodules each 

having a dimension d. Each data sample has an 

attribute/malignancy score given by Y = [y1; y2 : : : yn], 

where Y T 2 Rn1. While X consists of features extracted 

from radiology images, and represents the malignancy 

score over 1-5 scale where 1 represents benign and 5 

represents malignant. In supervised learning, the 

labeled training data is used to learn the coefficient 

vector or the regression estimator W 2 Rd. In testing, W 

is used to estimate Y for an unseen feature/example. For 

regression, a regularizer is often added to prevent 

over-fitting. Hence, a classical least square regression 

turns into a constrained optimization problem with ‘1 

regularization as: 

In the above equation, the sparsity level of the 

coefficient vector W = [w1; w2 : : : wd] is controlled by a 

parameter t. Since the function in Eq. (1) is convex and 

the constraints define a convex set, a local minimizer of 

the objective function is subjected to constraints 

corresponding to a global minimizer. In the following 

subsections, we extend this supervised learning setting 

with deep learning and MTL concepts to characterize 

lung nodules as benign or malignant. 

3D Convolution Neural Network (CNN) and 

Fine-Tuning 

We use 3D CNN [33] trained on Sports-1M dataset 

[34] and fine-tune it on the lung nodule CT dataset. The 

Sports-1M dataset consists of 487 classes with 1 million 

videos. As the lung nodule dataset doesn’t have a large 

number of training examples, fine-tuning is done to 

acquire dense feature representation from the 

Sports-1M. The 3D CNN architecture consists of 5 sets of 

convolution, 2 fully-connected and 1 soft-max 

classification layers. Each convolution set is followed by 

a max-pooling layer. The input to the 3D CNN 

comprises dimensions of 128x171x16, where 16 denote 

the number of slices. Note that the images in the dataset 

are resized to have consistent dimensions such that the 

number of channels is 3 and the number of slices is fixed 

to 16. Hence, the overall input dimension can be 

considered as 3x16x128x171. The number of filters in the 
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first 3 convolution layers are 64, 128 and 256 

respectively, whereas there are 512 filters in the last 2 

layers. The fully-connected layers have a dimension 

4096 which is also the length of feature vectors used as 

an input to the MTL framework. Implementation details 

are mentioned in section V-C. 

Multi-Task Learning (MTL) 

Multi-task learning is an approach of learning 

multiple tasks simultaneously while considering 

disparities and similarities across those tasks. Given M 

tasks, the goal is to improve the learning of a model for 

task i, (i 2 M) by using the information contained in the 

M tasks. We formulate the malignancy prediction of 

lung nodules as an MTL problem, where visual 

attributes of lung nodules are considered as distinct 

tasks (Figure 2A). In a typical MTL problem, initially, 

the correlation between M tasks and the shared feature 

representations are not known. The aim in the MTL 

approach is to learn a joint model while exploiting the 

dependencies among visual attributes (tasks) in feature 

space. In other words, we utilize visual attributes and 

exploit their feature level dependencies so as to improve 

regressing malignancy using other attributes. 

As shown in Figure 2B, we design lung tumor 

characterization as an MTL problem, where each task 

has model parameters Wi, which are utilized to 

characterize the corresponding task i. When W = [W1; 

W2 : : : WM ] 2 Rd M constitutes a rectangular matrix, rank 

can be considered as a natural extension to cardinality, 

and nuclear/trace norm leads to low rank solutions. In 

some cases nuclear norm regularization can be 

considered as the ‘1-norm of the singular values. Trace 

norm, the sum of singular values, is the convex 

envelope of the rank of a matrix (which is non-convex), 

where the matrices are considered on a unit ball. After 

substituting, ‘1-norm by trace norm, the least square loss 

function with trace norm regularization can be 

formulated as: 

As the task relationships are often unknown and are 

learned from data, we represent tasks and their relations 

in the form because the ‘1norm is not differentiable at W 

= 0 and gradient descent approach fails to provide 

sparse solutions. Since the optimization function in the 

above equation has both smooth and non-smooth 

convex parts, it can be solved after replacing the 

non-smooth part with its estimates. In other words, the 

‘1-norm in the above equation is the non-smooth part 

and the proximal operator can be used for its estimation. 

For this purpose, we utilize accelerated proximal 

gradient method, the first order gradient method having 

a convergence rate of O (1=m2), where m controls the 

number of iterations. 

 
 

Figure 4: (A) A visualization of lung nodules having 

different levels of attributes. On moving from the top 

(attribute absent) to the bottom (attribute prominently 

visible), the prominence level of the attribute increase. 

Different attributes including calcification, sphericity, 

margin, lobulation, spiculation and texture can be seen 

in (a-f). The graph in (g) depicts the number of nodules 

with different malignancy levels in our experiments 

using the publicly available dataset [32]. An overview of 

the proposed 3D CNN based graph regularized sparse 

MTL approach is presented in (B). 

 

UNSUPERVISED LEARNING METHODS 

Since annotating medical images is laborious, 

expensive and time-consuming, in the second part of 

this paper, we explore the potential of unsupervised 

learning approaches for tumor characterization 

problems. As illustrated in Figure 3, our proposed 

unsupervised framework includes three steps. First, we 

perform clustering on the appearance features obtained 

from the images to estimate an initial set of labels. Then, 

using the obtained initial labels, we compute label 

proportions corresponding to each cluster. Finally, we 

use the initial cluster assignments and label proportions 

to learn the categorization of tumors. 

 

Initial Label Estimation 

Let X = [x1; x2 : : : xn]T 2 Rn_d represent the input matrix 

which contains features from n images such that x 2 Rd. 

We then cluster the data into 2 _ k < n clusters using k- 

means algorithm. Let A represent jXj _ k assignment 

matrix which denotes the membership assignment of 

each sample to a cluster.  
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Learning with the Estimated Labels 

Since our initial label estimation approach is 

unsupervised, there are uncertainties associated with 

them. It is, therefore, reasonable to assume that learning 

a discriminative model based on these noisy instance 

level labels can deteriorate classification performance. In 

order to address this issue, we model the instance level 

labels as latent variables and thereby consider 

group/bag level labels. Inspired by /SVM approach, 

which models the latent instance level variables using 

the known group level label proportions, we formulate 

our learning problem such that clusters are analogous to 

the groups. In our formulation, each cluster v can be 

represented as a group such that the majority of samples 

belong to the class v. 

 
Figure 5: An outline of the proposed unsupervised 

approach. Given the input images, we compute GIST 

features and perform k-means clustering to get the 

initial set of labels which can be noisy. Using the set of 

labels, we compute label proportions corresponding to 

each cluster/group. We finally employ SVM to learn a 

discriminative model using the features and label 

proportions.Considering the groups to be disjoint such 

that Sk v=1v= 1; 2; : : : n , and  represents groups; the 

objective function of the large-margin /SVM after 

convex relaxation can be formulated. 

A. AdaBoost classifier 

Boosting is another state-of-the art model that is being 

used by many data scientists to win so many 

competitions. In this section, we will be covering the 

AdaBoost algorithm, followed by gradient boost and 

extreme gradient boost (XGBoost). Boosting is a 

general approach that can be applied to many statistical 

models. However, in this book, we will be discussing 

the application of boosting in the context of decision 

trees. In bagging, we have taken multiple samples from 

the training data and then combined the results of 

individual trees to create a single predictive model; this 

method runs in parallel, as each bootstrap sample does 

not depend on others. Boosting works in a sequential 

manner and does not involve bootstrap sampling; 

instead, each tree is fitted on a modified version of an 

original dataset and finally added up to create a strong 

classifier: 

 

4. EXPERIMENTAL RESULTS AND DISCUSSION: 

For our experimental result, we have used a scanned 

lung image to produce the results for our work. In this 

work, using this lung image we have gone through 

supervised and unsupervised algorithms and brought 

up with the results successfully. The various images 

obtained via the input image given into the classifier 

shows the expected accuracy level of the Ada-boost 

classifier and simply proves that this algorithm used is 

the best way to characterize the tumors in early stage 

itself 

 
Fig.(a)            Fig.(b) 

 
Fig.(c)              Fig.(d) 

 

The above listed images are the images formed through 

the process of clustering. Image segmentation plays a 

very important role in image processing. This image 

segmentation results in bringing out the similar objects 

in an image. Clustering plays the major role in this 

image segmentation. Clustering is a process of 

separation of an image data set into disjoint groups and 

clusters. Clustering is an important part in the 

Ada-boost algorithm in deep learning approach. In 

Ada-boost algorithm, the process happens multiple 

numbers of times and this result in extraction of similar 

objects in an image data set. As said earlier, iteration 

happens till the completion of extraction of the image 
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clusters. Fig (a) is the initiation of iteration process. 

Here, the clustering takes place and at the end of 

iteration, the image labelled by the cluster index is 

placed in fig. (d). 

 

 
Fig.(e)             Fig.(f) 

 

The image processing goes through a vital phase 

ie.,removal of noise by filtering.This project work 

involves the removal of speckle noise. A noise detector 

is used in finding out the presence of noise in an image. 

There are many number of noises in image processing. 

One of those is speckle noise fig.(e). Speckle noise occurs 

due to the interference of sound waves in the dataset. It 

occurs in granular pattern and in multiplicative form. 

By undergoing speckle filtering, we have to reduce the 

variance value and improve the mean value of the 

sample. As a result, filtering removes the granular noise 

pattern and this gives the filtered image in fig.(f). 

 

 
Fig.(g)            Fig.(h) 
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