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  This article presents the results of a study on selecting optimal PID parameters tuned by Genetic Algorithms (GA) and 

Particle Swarm Optimization (PSO) used for a DC motor. The simulating controller response results show that the PID - GA and 

PID - PSO combination algorithms are superior to traditional methods. The result also allows for the selection of the optimal 

algorithm - combining the PSO - PID to design a controller that has smaller settling error but larger overshoot and settling time 

compared to GA-PID method. The simulation was taken in Matlab environments. 
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1. INTRODUCTION 

Nowadays, PID controller (Proportional - Integral - 

Derivative controller) is very commonly used in 

industrial systems, due to its effective control ability, 

simplicity in design and wide range of applications. 

There are many methods to calibrate PID controller 

parameters, the most popular is the Ziegler-Nichols 

method. However, for some systems, calibrating the PID 

controller using this method requires a rather 

time-consuming experimental process due to the 

influence of noise and errors of the devices on the 

measurement signal, leading to misalignment. Adjusting 

the parameters of the PID controller is difficult to 

achieve good values. In this case, PID tuning methods 

combined with neural networks, genetic algorithms 

(GA- PID) [1] or particle swarm optimization algorithms 

(PSO-PID) [2] are better  tuning method. 

In this article, the authors use PSO and GA to tune PID 

controller parameters  in control the speed of a DC 

motor. Simulation results show that the GA-PID 

controller [2] has fast response, low overshoot and 

smaller settling time than the PSO-PID controller [4]. But 

PSO-PID controller has smaller error after settling. 
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2  METHODOLOGY  

2.1  Dynamic model of a DC motor  

Dynamic model of a DC motor is mentioned in many 

literatures [1]: 

 
𝑥 1 = 𝑥2

𝑥 2 = −𝑎1𝑥1 − 𝑎2𝑥2 + 𝑓 𝑡 − 𝑏𝑢
 (1) 

Where 𝑎1 , 𝑎2 , 𝑏  are positive parameters; 𝑥1 , 𝑥2 are the 

velocity and acceleration errors of the motor rotation 

angle, respectively, and f(t) is the expressions of load 

placed on the motor shaft. Assume that f(t) is internal 

limitless load: 

 𝑓 𝑡  ≤ 𝑀(2) 

Where M is a known positive value. 

2.2  Tuning PID controller by classic Ziegler-Nichols 

method 

The Ziegler–Nichols tuning method (ZN) is a heuristic 

method of tuning a PID controller. It was developed by 

John G. Ziegler and Nathaniel B. Nichols. It is performed 

by setting the I (integral) and D (derivative) gains to 

zero. The "P" (proportional) gainKp, is then increased 

(from zero) until it reaches the ultimate gain Ku, at which 

the output of the control loop has stable and consistent 

oscillations. Kuand the oscillation period Tuare then used 

to set the P, I, and D gains depending on the type of 

controller used and behaviour desired as in Table 1. 

 

Table 1. Ziegler -Nichols method 

Control 

Type 

Kp Ti Td Ki Kd 

P 0.5Ku - - - - 

PI 0.45Ku 0.83Tu - 0.54Ku/Tu - 

PD 0.8Ku - 0.125Tu - 0.1Ku/Tu 

Classic 

PID 

0.6Ku 0.5Tu 0.125Tu 1.2Ku/Tu 0.075Ku/Tu 

 

2.3  Automatic parameter detection using genetic 

algorithm 

Objective function: Is the function used to evaluate the 

solutions of the problem. Depending on each problem, 

the objective function is different. Because the desired 

requirement is to minimize the output error (e(t)), the 

objective function can be chosen as follows: [5] 

fitness= 𝑒 𝑡 2𝑑𝑡
𝑇

0
                                (3) 

In the GA algorithm, each element will contain 3 

parameters Kp, Ki and Kd, from which we will have the 

algorithm flow chart of the PID-GA control system as 

follows: 

Step 1: Create an initial random population including Kp, 

Ki and Kd. 

Step 2:Set up PID and simulate the closed loop system to 

determine the error e(t). 

Step 3:Estimate the objective function value. 

Step 4:Check convergence 

Step 4.1: If convergence occurs, save the Kp, Ki 

and Kd values. End the loop 

Step 4.2: If not yet converged 

Step 4.2.1: Select 

Step 4.2.2: Breeding 

Step 4.2.3: Mutation 

Step 5:Give birth to a new generation. 

Step 6:Repeat step 2 until convergence 

2.4  Automatic parameter detection using PSO 

In the PSO algorithm, each element will contain 3 

parameters Kp, Ki and Kd, which means that the search 

space is the above 3 parameters, from which we will 

have the algorithm flow chart of the PSO-PID control 

system. as follows: [2], [5] 

Step 1: Initialize each i-th individual in the population: 

Step 1.1: Initialize the position value (Xik) for 

each individual in the population with a random 

position value. 

Step 1.2: Initialize Vik velocity value. 

Step 2: Run the model 

Step 2.1: Run the control model with the given 

parameters 

preset. 

Step 2.2: Find parameters Kp, Ki and Kd of the 

PID. 

Step 2.3: Find the objective function. 

Step 2.4: Evaluate the position function Xik 

according to the objective function value (fitness). 

Step 3: Update position and velocity values for each 

individual: 

Step 3.1: Update velocity and position values 

according to formulas (4) and (5): 

𝑣𝑖 ,𝑚
 𝑡+1 

= 𝑤. 𝑣𝑖 ,𝑚
(𝑡)

+ 𝑐1 . rand 1 . (𝑃𝑏𝑒𝑠𝑡𝑖 ,𝑚 − 𝑥𝑖 ,𝑚
 𝑡 ) +

𝑐2 . rand 1 . (𝐺𝑏𝑒𝑠𝑡𝑖 ,𝑚 − 𝑥𝑖 ,𝑚
 𝑡 )             (4) 

𝑥𝑖 ,𝑚
(𝑡+1)

=  𝑥𝑖 ,𝑚
 𝑡 + 𝑣𝑖 ,𝑚

(𝑡+1)
; 𝑖 = 1,2. . , 𝑛; 𝑚 = 1,2, . . 𝑑             

(5) 

In there: 

 n: Number of herds; d: Population size 

(dimension); 
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t: Number of repetitions;  

𝑣𝑖 ,𝑚
(𝑡)

:Velocity of the i-th element at the 

t-th iteration;  

w: Inertial weight coefficient;  

c1, c2: Acceleration coefficient; 

rand(1): Is a random number in the 

range (0,1); 

𝑥𝑖 ,𝑚
 𝑡 : Position of the i-th element in the 

t-th iteration 

Step 3.2: Evaluate the objective function (fitness) 

Step 3.3: If fitness < Pbest_fitness then 

Pbest= Xik, Pbest_fitness = fitness. 

Step 3.4: Update the Gbest value for each 

individual corresponding to the current smallest 

position of the objective function in the population. 

Step 4: Find the new element value 

If the value of the new element is better than the best 

value of the previous element in the swarm, then replace 

the previous best value with the current new value. 

Step 5:Repeat step 2 until you have enough repetitions. 

The goals of the PID tuning method using the PSO 

algorithm are: Minimize the objective function. 

Find the response step of the system and reduce errors 

Repeat the steps until you have enough repetitions. 

3  SİMULATİON AND DİSCUSSİON  

To simulate the two methods the common parameters 

must be defined. When the number of particles in PSO is 

similar to population size in GA, they will be denoted as 

N. The number of iterations in PSO is also similar to 

number of generations in GA, they will be denoted as r. 

 The article chooses to simulate two cases: when 

keeping r and changing N and keeping N changing r to 

compare the two methods. But firstly, compare the two 

of them together with the classic ZN method. The result 

was shown in Fig.3 where the PSO and GA method are 

better in many indicators. 

 
Fig. 1.GA method running in Matlab 

 

 
Fig. 2.PSO method running in Matlab 

 

 
Fig. 3. Error of classic Ziegler-Nichols versus GA and 

PSO 

Then first situation is shown in Fig.4 to Fig. 6 when r is 

keeping at one value (r=10) and N is being changed from 

30 to 50. The results showed that the PSO method has the 

better settling value of error when GA has better settling 

time and smaller overshoot.  
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Fig. 4. Error of GA and PSO when number of particles/ 

population’s size (N=30), number of iterations / 

generations (r=10) 

 

  

Fig. 5. Error of GA and PSO when number of particles/ 

population’s size (N=40), number of iterations / 

generations (r=10) 

 

  

Fig. 6. Error of GA and PSO when number of particles/ 

population’s size (N=50), number of iterations / 

generations (r=10) 

 

The second situation is shown in Fig. 6 to Fig.9 when N is 

keeping at one value (N=50) and r is changing among 5, 

10, 15 and 20. The results are the same when PSO has 

better settling value error and GA is better at settling 

time and overshoot value. 

 

  

Fig. 7. Error of GA and PSO when number of particles/ 

population’s size (N=50), number of iterations / 

generations (r=5) 

 

 
 

Fig. 8. Error of GA and PSO when number of particles/ 

population’s size (N=50), number of iterations / 

generations (r=15) 

 

 

 
 

Fig. 9. Error of GA and PSO when number of 

particles/ population’s size (N=50), number of 

iterations / generations (r=20) 

 

 

Back in Fig.1 and Fig.2 where the listings of the two 

method on matlab environment were shown. The 

difference between them is that the GA method has 

better results after any iterations/ generations. Then 

wecan improve GA method by creating more 

generations while PSO has random results among 

different iterations.  

 Then in Fig. 10 we made a change when giving GA 

more generations with r=50 and N=20, when keeping 

N=20 for PSO and r at a very low value of 10. The result 

is not quite different form those cases when PSO is still 

better with settling value error and GA is better at 

overshoot value and settling time. Although the 

differences in settling value error is smaller between 

them from around 0.02 or larger to 0.008. 

 

  

Fig. 10. Error of GA (N=20, r=50) and PSO (N=20, r=10)   
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4  CONCLUSİON  

The article has presented a survey to compare GA and 

PSO to each other in auto tuning parameters of PID 

controler for a DC motor. The results showed that the 

PSO method has better settling value error when GA has 

better overshoot value and settling time. Although GA 

has better quality after every generation, the final 

settling error is still larger than PSO method. Research 

results are visualized by simulation in Matlab-Simulink 

software. 
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