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Image captioning means, it is a process of creating a short description of an input image. It essentially involves writing a 

statement that describes the visual picture. Typically, the image may consist of many objects. Some objects are focused more than 

compared to others. Identifying such tasks is carried out manually. Hence, it needs a huge contribution of people and time to 

automate this process. The challenge is that the machine must deeply learn from the given datasets only in order to identify the 

objects, its actions, and their locations. The fact that people can do it readily for small sets but fail when there are more photos 

which makes it a challenging problem of deep learning. The image caption generation task can be shortened with the use of deep 

neural networks. 
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1.INTRODUCTION 

Image Caption Generator isaprocess that generates a 

caption about the given image in natural language like 

English. The traditional retrieval and template-based 

approaches to captioning began with the detection of the 

Subject, Verb, and Objectindependently and then joining 

them using a sentence template. However, the 

introduction of Deep Learning and significant advances 

in Natural Language Processing has had an equal impact   

on captioning. 

 [13] Image Caption Generator has two approaches. 

Bottom-up approaches means it, combines [1] [2] [3] the 

input from different objects which are identified in an 

original input image.Top-down approaches, means, it 

uses CNN [4] [5] [6] as encoder to extract the features 

from the image that are fed into decoders such as Long 

Short Term Memory (LSTM) and Recurrent Neural 

Networks (RNN).Our approach is based on top-down 

using CNN as encoder and LSTM as decoder. We use a 

deep Convolutional Neural Network (CNN) to extract 

important features of an image. Xception is used for 

image feature extraction. It is a CNN which has 71 layers 

deep.LSTM network uses this information and generate 

suitable captions. Figure 1 provides the model of CNN 

and LSTM. 

 CNN scans the image from top to bottom and left to 

right and extract some important features and combine 

the features. It is also responsible for image 

classification..It has three layers [7] they are 

Convolutional Layer, Pooling Layer and Fully Connected 
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Layer. Convolution Layer uses filter and strides to obtain 

the Feature Maps. These Feature Maps are the matrix that 

is obtained after the Convolution Layer. It can be 

simplified using ReLU (Rectified Linear Unit) that maps 

negative values to 0. The resulted Feature Map is reduced 

by sending it into the Pooling Layer where it is reduced 

to the smaller sized matrix. This is how the features are 

extracted. At the end of the CNN is the Fully Connected 

Layer where the actual Classification occurs. 

 [14] LSTM is an advanced RNN which is suitable for 

sequence prediction problems. It is also used in speech 

recognization. In RNN the output of previous step is fed 

into ongoing step.  It is not suitable for larger sentences. 

The main advantage of LSTM over RNN is the LSTM 

keep the information in the memory for longer period of 

time.An LSTM recurrent unit remembers all the past 

information as far as network sees and it also forget the 

irrelevant information. This is done by introducing 

different layers called “gates” for different 

purposes.AnLSTM Network consists of three different 

gates for different purposes.They are input gate,output 

gate and forget gate. Input gate takes the information 

from the user and supplies to other gates. Output gate 

determines what output can be generated from current 

Internal State. Forget gate decides what information can 

be discarded based on previous data. 

 
Figure1: CNN-LSTM architecture. Xception is 

responsible for image feature extraction.LSTM will 

decode the information from the CNN and generate 

suitable captions. 

 

2. REALATED WORK 

Serval methods have been proposed for image caption 

generator using deep learning concepts. [1] First, a 

method which is based on statistical probability to 

generate features and second, the neural network model 

based on encoder and decoder. Image Caption generator 

approaches [8] are divided into two i.e; top down and 

bottom up approaches. Top down approach means it 

uses encoder and decoder. CNN is used [6] as [9] encoder 

which extract the features from the image which is fed 

into the decoder such as LSTM and RNN which 

generates word one by one based on the features and 

weighted words that were end-to-end trainable.The main 

advantageof LSTM over RNN is LSTM stores 

information in the memory for longer period of time. 

 In Bottom up approach [11] the CNN and 

bi-directional RNN is trained to map captions to images 

and next they combine input from different object parts 

identified in original image.The RNN training is difficult 

[12] they had a general vanishing gradient problem. RNN 

stores data for shorter period.So, therefore it is 

favourable to store short data. To solve a particular 

problem it uses many steps which results in losing data 

when we backpropagate.With so many steps it has to 

store more and more data which leads to losing the 

information in this way vanishing gradient problem 

occurs. In this the images are not end to end trainable. 

 

3. PROPOSED WORK 

In this paper, the overview of image caption generator is 

first, the pre-trained model Xception is employed as 

encoder to extract the important features and   the weight 

attached to each word in training captions is calculated. 

Second, the LSTM is trained using CNN features and 

weighted words of training images which adopted as 

decoder, which takes CNN features of the target image as 

input and generates description word one by one. 

Target image->CNN->LSTM->CNN<-Training set 

 

4. RESULTS 

The project is executed in anaconda prompt using 

flickr8k dataset which consists of 8091 images and every 

image has 5 descriptions.It produce accurate results. 
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Caption: black and white dog is running through the 

grass 

 
Caption: man in red shirt is sitting on bench in front of 

house 

 
Caption: two people are riding horses on the beach 

 
Caption:boy in red shirt playing soccer 

 

5. CONCLUSION 

In this paper,the main objective is to generate real-time 

captions for each input picture in a single pass while 

assuring that the result is accurate. In this project, the 

reference based CNN-LSTM model is making use of 

training images to generate a quality of captions. The 

words are weighted according to the relevance of image 

which leads the model to focus on key information of the 

captions. 
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