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To reduce the prevalence of crime in our society is an important goal. Analysis of criminal activity follows a systematic method 

for uncovering and analyzing trends and patterns. Researching the causes of crime, taking into account relevant circumstances, 

establishing causality, and identifying effective strategies for crime prevention are all very important. Using clustering 

approaches based on occurrences and frequency, this study aims to categorize and differentiate between different types of crime. 

Crime trends may be analyzed, investigated, and checked using data mining. The criminal data in this project is analyzed using a 

clustering method; the collected information is grouped together with the help of the K-Means algorithm. Once we've categorized 

and clustered relevant data, we may use it to make a crime prediction. The suggested approach can identify high-crime locations 

and those with lower crime rates. 
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1. INTRODUCTION 

The most serious danger that humanity faces is that 

posed by criminals. There are a great number of crimes 

that occur at consistent intervals of time. It's possible 

that it's becoming worse and more widespread at an 

alarmingly quick pace. There is criminal activity 

everywhere, from the smallest hamlet to the most 

populous city. There are many distinct types of criminal 

offenses, including robbery, homicide, rape, assault, 

battery, false imprisonment, abduction, and homicide. 

[1][2]. Because the number of crimes is rising, there is an 

urgent need for significantly accelerating the process of 

solving the cases. The pace at which criminal actions are 

committed has accelerated, and it is the duty of the 

police department to bring these criminal activities 

under control and bring them to a lower level. [3][4]. As 

a result of the enormous quantity of crime data that is 

now available, the primary challenges faced by the 

police department are those of crime prediction and 

criminal identification. There is a need for technologies 

that might make the process of addressing cases much 

quicker. The goal would be to hone a predictive model 

via the process of training [5][6]. The training would be 

carried out with the help of the training data set, which 

would then be verified with the help of the test dataset. 

The construction of the model will be carried out using 

a more efficient method in accordance with the 

correctness. For the purpose of crime prediction, both 
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the K-Nearest Neighbor (KNN) classification and 

alternative algorithms will be used. The visualization of 

the dataset is done in order to conduct an analysis of the 

possible criminal acts that have taken place in the nation 

[33] [34 [35]. 

This study enables law enforcement agencies in Chicago 

to enhance the accuracy with which they forecast and 

identify criminal activity, which in turn leads to a 

reduction in the city's overall crime rate [7], [8]. There 

has been a significant growth in the number of machine 

learning algorithms, which, when applied to historical 

data, have made crime prediction possible. Using 

machine learning models, the purpose of this study is to 

conduct an analysis and make predictions on criminal 

activity in states [47] [48]. It focuses on developing a 

model that may assist in the estimation of the number of 

crimes committed in a certain state according to the 

nature of the offense [9][10]. 

In the context of this study, several machine learning 

models, such as K-NN and boosted decision trees, will 

be used in order to make predictions about criminal 

behavior [11], [12]. Area It is possible to have a better 

understanding of the pattern of crimes by doing careful 

geographical research. It is possible to improve the 

ability of law enforcement authorities to identify and 

forecast criminal activity by making use of a number of 

different visualization methods and plots [30], [31]. This 

will assist indirectly to lower the rates of crime, and it 

may also help to strengthen the security in regions 

where it is essential to do so. Because criminals are busy 

and work within their familiar environments, it is 

possible to anticipate illicit acts. After they have been 

successful, they attempt to do the same crime again in 

conditions that are quite similar [13][14]. 

2. LITERATURE SURVEY 

2.1 Investigating Criminal Activity Through the Lens of 

Machine Learning Algorithms 

Data mining and machine learning have rapidly become 

indispensable tools for the investigation and prevention 

of criminal activity. In this investigation, we make use 

of WEKA, a piece of open-source data mining software, 

to carry out a comparative study between the violent 

crime patterns derived from the Communities and 

Crime Unnormalized Dataset that was made available 

by the repository at the University of California, Irvine, 

and the actual crime statistical data for the state of 

Mississippi that has been made available by 

neighborhoodscout.com. These two sets of information 

are compared in order to determine whether or not 

there is a correlation between the two sets of 

information. On the Communities and Crime Dataset, 

we used the same limited number of characteristics to 

develop the Linear Regression, Additive Regression, 

and Decision Stump algorithms. Among the three 

algorithms that were chosen, the one that performed the 

best overall was the linear regression method. The 

purpose of this research is to demonstrate the efficacy 

and precision of the machine learning algorithms that 

are used in the process of data mining analysis in terms 

of forecasting patterns of violent crime. 

2.2. Conducting statistical investigations based on findings 

from machine learning programs 

Data mining and machine learning have rapidly become 

indispensable tools for the investigation and prevention 

of criminal activity. In this investigation, we make use 

of WEKA, a piece of open-source data mining software, 

to carry out a comparative study between the violent 

crime patterns derived from the Communities and 

Crime Unnormalized Dataset that was made available 

by the repository at the University of California, Irvine, 

and the actual crime statistical data for the state of 

Mississippi that has been made available by 

neighborhoodscout.com. These two sets of information 

are compared in order to determine whether or not 

there is a correlation between the two sets of 

information. On the Communities and Crime Dataset, 

we used the same limited number of characteristics to 

develop the Linear Regression, Additive Regression, 

and Decision Stump algorithms. Among the three 

algorithms that were chosen, the one that performed the 

best overall was the linear regression method. The 

purpose of this research is to demonstrate the efficacy 

and precision of the machine learning algorithms that 

are used in the process of data mining analysis in terms 

of forecasting patterns of violent crime. 

2.3. Prediction and Investigation of Criminal Activity Using 

many forms of machine learning 

The prevention of crime is a very essential endeavor 

since it is one of the most pervasive and serious 

problems that our society faces. There are a significant 

number of crimes that are perpetrated on a regular 

basis. This necessitates keeping a record of every crime 
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committed and preserving a database containing that 

information so that it may be referred to in the future. 

The present challenge that is being dealt with is the 

upkeep of accurate crime datasets and the analysis of 

these datasets to assist in the prediction and resolution 

of future crimes. This project's goal is to examine a 

dataset that contains a large number of crimes in order 

to make a prediction about the kind of crime that could 

occur in the future dependent on a number of different 

factors. For the purpose of this research, we will be 

making predictions about the criminal activity based on 

the Chicago crime data set utilizing the methods of 

machine learning and data science. The statistics on 

crimes were taken from the official website of the 

Chicago Police Department. It includes details on the 

crime, such as the date, time, latitude, and longitude of 

the incident, as well as a description of the place. The 

data will be preprocessed before the training of the 

model, and then feature selection and scaling will be 

carried out thereafter in order to ensure that the 

accuracy obtained is as high as possible. For the purpose 

of crime prediction, both the K-Nearest Neighbor 

(KNN) classification and a number of other algorithms 

will be evaluated, and the one that demonstrates the 

highest level of accuracy will be selected for further 

training. The dataset will be shown via the use of 

graphical representations of many different scenarios, 

such as determining at what time of day the highest 

crime rates occur or during which month the highest 

number of criminal offenses are committed. This 

project's overarching objective is to provide some kind 

of an understanding about how machine learning may 

be used by law enforcement organizations in order to 

identify, anticipate, and solve crimes at a much 

accelerated pace, which would ultimately result in a 

lower overall crime rate. This is not limited to Chicago; 

in fact, depending on the availability of the dataset, it 

might be utilized in other states or perhaps other 

nations. 

The Chicago data set is used for the purpose of crime 

prediction, in which a variety of machine learning 

models are utilized. [15] In this study, a comparison of 

several models, such as KNN, Naive Bayes, and SVM, is 

carried out. It is clear that the accuracy of prediction 

shifts based on the dataset as well as the characteristics 

that are prioritized for inclusion [16] [17 [18]. According 

to the findings of the study, the accuracy of prediction is 

78% for KNN, 64% for GaussianNB, and 31% for SVC. 

Auto regressive integrated Moving average models 

were used in the development of machine learning 

algorithms for the purpose of predicting the patterns of 

criminal activity in metropolitan regions. [19][20]. 

Identifying and examining the recurrent nature of 

criminal activity is a significant challenge in the field of 

criminology. Knowing how to read and interpret 

datasets is another crucial idea in this scenario. It is 

important for us to have precise forecasts in order to 

avoid squandering our efforts on erroneous indications. 

[21] [22][23]. Additionally, a strategy was suggested for 

categorizing the crime rate as either high, medium, or 

low. None of them have categorized the many types of 

criminal activity that may occur and the likelihood of 

those crimes occurring. [24][25][26]. Analysis and 

forecasting of criminal behavior is an essential task that 

may be improved by making use of a variety of 

different methods and procedures. A significant 

amount of effort in the form of study is performed in 

this field by a variety of researchers. The scope of the 

work that has been done so far is confined to identifying 

crime hotspots via the use of datasets [27][28][29]. 

3. PROPOSED SYSTEM 

The random forest method is used here in the system 

that was presented by us in order to get excellent results 

and improved accuracy when compared to the 

algorithms described above or those that already exist. 

For increased accuracy, we make advantage of random 

forest . Random forest is a widely used and highly 

effective supervised machine learning algorithm that is 

capable of performing both classification and regression 

tasks. It achieves this by constructing a large number of 

decision trees during the training phase and then 

outputting a class that is either the mode of the classes 

(during classification) or the mean prediction (during 

regression) of the individual trees . Random decision 

forests are an alternative to decision trees, which have a 

tendency to overfit to the data in their training sets. 

Rainfall, perception, production, and temperature are 

the data sets that are taken into account in order to build 

a random forest, which is a collection of decision trees 

built by taking into account two-thirds of the records in 

the datasets . In order to classify the data accurately, 

these decision trees are applied to the records that are 
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still outstanding. The random forest method has an 

accuracy score of 80.6%. Using the undersampled data, 

Adaboost decision tree successfully classified criminal 

activities based on the time and location. With a 

accuracy of 81.93%, it was able to outperform other 

machine learning algorithms. 

4. RESULTS 

 

Figure 1: Information on Crime 

 

Figure 2: Crimes per Month 

 

Figure 3: Crime wise Arrest 

 

Figure 4: State  wise Crime Graph 

 

5. CONCLUSION 

Throughout the course of the investigation, it became 

clear that the most fundamental aspects of criminal 

activity in a specific region include markers that may be 

used by machine learning agents to categorize criminal 

behavior given a place and a date. The learning agent 

has been able to conquer the challenge by oversampling 

and undersampling the dataset. This is despite the fact 

that the dataset contains categories that are unbalanced. 

Through the use of the experiments, it is possible to 

show that the unbalanced dataset benefited from the use 

of ENN undersampling. The Adaboost decision tree was 

able to accurately classify illegal behaviors based on the 

time and place using the data that was only partially 

sampled. It was able to surpass other machine learning 

algorithms with a level of accuracy that reached 81.93%. 

One of the most significant obstacles on the path to a 

better outcome is having courses that are unbalanced. 

Even though the machine learning agent was able to 

create a prediction model using just crime data, it is 

likely that adding a demographic dataset will assist to 

further enhance the outcome and consolidate it. 
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