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ABSTRACT

Multi level inverters are gaining attraction because of the inherent advantages like low switching losses and less voltage stress which results in low filter cost. The common techniques that are available for switching the multi level inverters are based on sinusoidal pulse width modulation and using conventional PI based controllers, hysteresis based controllers. These controllers suffer with slow response time this makes usage of multi level inverters in custom power devices difficult. Because custom power devices require fast acting controller action which can be achieved by intelligent controllers. In this project artificial neural network based modulation scheme is designed and implemented for a cascaded H bridge inverter. The response time of controller for different operating power factors of the load are compared with conventional PI controllers and are presented. The developed control technique is developed by using Sim Power Systems Block set of MATLAB/SIMULINK Release R2015a.
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I. INTRODUCTION

The various types of controllers employed in applications with power converters as controlled source can be basically divided into two main groups. Linear and nonlinear controllers. Hysteresis and sliding mode controllers are examples of nonlinear controllers and proportional derivative controllers are examples of linear controllers [1]. But these types of conventional controllers experiences sluggish response which means response time is high which in turn make it difficult to use in custom power devices [2]. Most of the industrious loads are sensitive nature there may be huge variations in the final output even half cycle of power supply distorted. so, controllers we are used in the applications must be in nature of fast acting and this can be achieved by the artificial neural network. Now a days artificial neural network becomes popular due to various advantages like adaptive learning, self-organisation, and real time operation etc.

Proportional controller is one of the types of linear feedback control system. P type of control is complicated than that of bang bang controller. But P type of controller is simplest than that of PID controllers. P type of control is unable to stabilization of higher order harmonics. It can stabilize only first order harmonics [3],[4].

Now a day’s most widely adopted controller for industrial application is PI controller because of numerous advantages like easy to design and low cost. PI controller have one disadvantage that is it will fail when the controlled object is highly non linear and inexact. PI control can have the ability to mitigate steady state error and forced oscillations [5]. 98% of the control techniques used in the pulp and paper industries are controlled by single input single output PI controllers [6]. Most of the industrial controllers adopt PID controllers. PID controllers can have the ability to deal with higher order harmonics. 95% of the industrial controllers are PID controllers [7].

The current control methods can play vital role in power electronic circuits [8]. Among the conventional closed loop controllers hysteresis control is used very often because of its simplicity and also it have numerous advantages like this
method does not require any acquaintance of load parameters[9]. Hysteresis current control is one of the feedback current control method where the load current trailing the reference current within the band. The controller generates the sinusoidal reference current of reference current of desired magnitude and frequency that is measured with the actual line current. If that exceeds the upper limit of the hysteresis band the next higher level voltage should be selected to attempt to force the current towards zero [10].

Sliding mode controllers can be considered as best controller with high stability with a wide range of operating conditions. It cannot be applied to multi switch power electronic converters [11].

Coming to the artificial neural networks the fastest training algorithm is Levenberg-Marquardt algorithm and this algorithm is the default training algorithm for feed forward networks. The quasi Newton method is also quite fast. Both of these methods tend to be less efficient for larger networks, since they require more memory and more computation time [12],[18]. When training large networks scaled conjugate gradient algorithm and resilient back propagation algorithm are better choices. Their memory requirements are relatively small and much faster than standard gradient algorithms [13].

In this project scaled conjugate gradient algorithm is used to train the algorithm. It uses gradient calculations which are more efficient than the Jacobin calculations the other two algorithms are levenberg-marquardt, Bayesian regulation [14]. SCG is fully automated including no user dependent parameters and avoids a time consuming line search.

II. PROPOSED CONTROL TECHNIQUE

Artificial neural network is information behaviour towards paradigm that is inspired by the way biological nervous system, such as brain and processing system. Artificial neural networks take different approach than conventional controllers. Artificial neural networks are divided into two types one is feed forward networks and another one is feedback networks. Feed forward artificial neural networks allow to travel signals in only one way. Whereas feedback networks can have signals travelling in both directions. The common type of artificial neural networks consists of three groups input layers are connected to hidden layers and hidden layers are connected to an output layers. The activity of input layers represents the raw information that is fed to the network. The activity of each hidden layer is determined by activity of input layers and weights of the connections between the input layers and hidden layers. The behaviour of the output layers depends on the activity of the hidden layers and the weights between hidden layers and output layers.

Feed forward networks recurrently have one or more hidden layers of sigmoid neurons followed by an output layer of linear neurons. There are two different ways in which training can be implemented incremental mode and batch mode. In incremental mode gradient is computed and the weights are updated after each input is applied to the network. In batch mode all the inputs in the training set are enforced to the network before the weights are updated.

Training algorithm updates the network weights and biases in a direction in which performance function decreases most rapidly.

$$x_{k+1} = x_k - \alpha_k g_k$$

---vector of current weights and biases
---current gradient
---learning rate

In this proposed scheme scaled conjugate gradient algorithm is used to train the algorithm. It uses gradient calculations which are more efficient than the Jacobin calculations the other two algorithms are levenberg-marquardt, Bayesian regulation. SCG is fully programmed including no user dependent parameters and avoids a time consuming line search.

III. MULTILEVEL INVERTER-CONTROL TECHNIQUES

Numerous publications on the theories related to detection and measurement of the various system variables for reference signals estimation are reported. Figure 2 illustrates the considered reference signal estimation techniques proposed by Motano et al (2002) and Gobrio et al (2008).
This section presents the considered reference signal estimation techniques, providing for each of them a short description of their basic features [15].

**Time Domain Approaches**

Time-domain approaches are based on instantaneous estimation of reference signal in the form of either voltage or current signal from distorted and harmonic polluted voltage and current signals. These approaches are applicable to both single-phase and three-phase systems except for the Synchronous Detection Method and Synchronous Reference Frame theorem which can only be adopted for three-phase systems.

**Instantaneous Reactive Power Theory (P-Q Theory)**

The instantaneous reactive power theory otherwise known as p-q theory is proposed by Akagi et al (2007). This theorem is based on dq0 transformation which transforms three-phase voltages and currents into the Ṽ0 stationary reference frame. From these transformed quantities, the instantaneous active and reactive power of the nonlinear load is calculated, which consists of a DC component and an AC component. The AC component is extracted using HPF and taking inverse transformation to obtain the compensation reference signal in terms of either current or voltage. This theorem is applicable only to a three-phase system. The system is very stable since the controller deals mainly with DC quantities. The computation is instantaneous but incurs time delays in filtering the DC quantities [17].

**Synchronous Reference Frame Theory (D-Q Theory)**

This theorem relies on the Park’s Transformations to transform the three phase system voltage and current variables into a synchronous rotating frame. Active and reactive components of the three-phase system are represented by direct and quadrature components respectively as given by Bhattacharya et al (1995). In this theorem, the fundamental components are transformed into DC quantities which can be separated easily through filtering. This theorem is applicable only to a three-phase system. The system is very stable since the controller deals mainly with DC quantities. The computation is instantaneous but incurs time delays in filtering the DC quantities [17].

**Frequency Domain Approaches**

Reference signal estimation in frequency-domain is suitable for both single and three phase systems. It is mainly derived from the principle of Fourier analysis as follows:

**Fourier Transform Techniques**

In principle, either conventional Fourier Transform (FT) or Fast Fourier Transform (FFT) is applied to the captured voltage / current signal. The harmonic components of the captured voltage / current signal are first separated by eliminating the fundamental component. Inverse Fourier Transform is then applied to estimate the compensation reference signal in the time domain. The main drawback of this technique is the accompanying time delay in the sampling of system variables and computation of Fourier coefficients.

This makes it impractical for real-time applications with dynamically varying loads. Therefore, this technique is only suitable for slowly varying load
conditions. In order to make computation much faster, some modifications were proposed and implemented. In this modified Fourier-series scheme, only the fundamental component of current is calculated and this is used to separate the total harmonic signal from the sampled load current waveform.

IV. IMPLEMENTATION OF ANN BASED CLOSED LOOP CONTROL SCHEME

Procedure for implementation of ANN based closed loop control can be explained with the help of the following steps

- Instantaneous values of output voltages are measured.
- The time dependent voltages are converted into time independent quantities using Park’s Transformation.
- The time independent voltages are compared with the desired quantities and error is evaluated.
- The error thus obtained is used for generation of modulating signals.
- The error thus obtained in step 4 and change in error is taken as inputs for ANN based control circuit.
- The neural network is designed using 4 inputs, 10 hidden layers and 10 outputs. The two outputs of the neural network are Vd and Vq.
- The zero sequence component of voltage is taken as zero.
- The time independent voltages are converted into time varying quantities using inverse Park’s transformations.
- Neural network that was used in control circuit is trained using SCG algorithm and is shown in Figure 3.

V. ARTIFICIAL NEURAL NETWORK APPLIED CASCaded H-Bridge MULTILEVEL INVERTER

Implemented closed loop control scheme is applied to the 11 level cascaded H bridge multi level inverter and this is developed in the MATLAB/SIMULINK 2015a and the obtained results are as follows.

<table>
<thead>
<tr>
<th>Layer No</th>
<th>Biases</th>
<th>Weights</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer 1</td>
<td>-2.513</td>
<td>0.4062</td>
<td>0.9709</td>
</tr>
<tr>
<td>Layer 2</td>
<td>1.863</td>
<td>0.1895</td>
<td>0.9675</td>
</tr>
<tr>
<td>Layer 3</td>
<td>-1.172</td>
<td>-0.71</td>
<td>0.9547</td>
</tr>
<tr>
<td>Layer 4</td>
<td>-0.8116</td>
<td>-0.07676</td>
<td>0.7106</td>
</tr>
<tr>
<td>Layer 5</td>
<td>0.5141</td>
<td>0.4844</td>
<td>0.761</td>
</tr>
<tr>
<td>Layer 6</td>
<td>-0.2403</td>
<td>1.278</td>
<td>0.7772</td>
</tr>
<tr>
<td>Layer 7</td>
<td>-0.9344</td>
<td>1.232</td>
<td>0.2894</td>
</tr>
<tr>
<td>Layer 8</td>
<td>-1.32</td>
<td>0.5433</td>
<td>0.6511</td>
</tr>
<tr>
<td>Layer 9</td>
<td>1.938</td>
<td>0.2756</td>
<td>0.9764</td>
</tr>
<tr>
<td>Layer 10</td>
<td>2.533</td>
<td>0.07927</td>
<td>0.9893</td>
</tr>
</tbody>
</table>
In this results obtained from the artificial neural network are compared with conventional pi controller and the results are as follows.

When using PI controller response time is increased and the system takes more than half cycle to settle but in the case neural network controller response time is considerably decreased.

VI. Conclusion

Most of the loads are sensitive to changes in voltage variations there may be adverse affects if the faults persisted more than a half cycle. In this paper it was noticed that response time of the system is considerably increased when the inverter system is controlled with artificial neural network based controller. It is observed that the ANN Based controllers give a fast transient response when compared with PI based conventional Controllers. It is fond that the ANN based controller takes 4µs of time for attaining steady state value where as PI based controller applied to same converter takes 2µs of time to attain its steady state value.

References

Artificial Neural Network Based Closed Loop Control of Multilevel Inverter


